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Who I am

• I do research on enterprise network security 
defense

– Logic-based security analysis, attack graphs

– Intrusion detection

– Security metrics

• A common challenge I face everyday in my 
research

– Evaluation of research methodologies
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Evaluation vs. Scientific Experiment

• What we call evaluation in Computer Science:

– Run the tool on some loosely specified 
environment.

– Get some numbers, draw diagrams, show that our 
method is cool.

– How often do people try to repeat an experiment 
done by other people?

• What do people in other science disciplines do 
in experiments?
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Why experiments are even more 
difficult in cyber security

• The subject of experiments are often times 
humans.

– E.g. effectiveness of IDS largely depends upon the 
intruder.

– How to obtain an effective control is a big 
challenge.

– For most researchers, we need data that serve as 
benchmarks for cyber-security measures’ 
effectiveness.
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But using data creates new problems

• Data lack ground truths, or need to be 
artificially created.

• Research methods can over-fit data.

• Famous example

– MIT LL DARPA IDS Evaluation Datasets 

– [McHugh 2000], [Mahoney 2003]
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Shall we stop doing the impossible?

• Risk for doing the experiments anyway

– The validity of the result will be limited.

– Could provide misleading conclusions.

• Risk for not doing

– ???
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Experience: SnIPS IDS Analysis Tool
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Overview of the Dempster-Shafer 
theory calculation
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How can we know that D-S helps?
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Experiment Strategy

• We need data with ground truth
– Use production system, with assistance from 

system administrators
• Highly labor intensive

• Hard to justify the result

– Decided to use MIT LL DARPA dataset
• It has many limitations.

• It has been harshly criticized in the literature.

• But it is the only publicly available IDS dataset with 
ground truth.
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Avoid the Pitfalls in the LL Dataset

• Artificially generated attack data can easily 
lead to over-fitting
– By just looking at the TTL field of an IP packet one 

would be able to tell attack and non-attack 
packets apart [Mahoney 2003].

– This can easily lead to over-fitting, especially for 
learning-based methods.

• Do not train the model on the dataset
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Avoid the Pitfalls in the LL Dataset

• Background traffic is low [McHugh 2000]
– The prior probability of an event being true attack 

is much higher than a production system
• About half the Snort alerts are true alerts 

– This makes it easier to have good detection rate 
and false positive rate.

• Do not claim performance on the absolute 
false positive and negative rates
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Then what do we evaluate?

• Will the ranking provided by Dempster-Shafer 
belief calculation indeed help in prioritizing 
IDS alerts?

• Is it really D-S that helps?
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Prioritization Effect
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ROC Curve
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Sensitivity Analysis
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Lessons learned from the experience

• Even flawed data could produce insights into a 
security method’s effectiveness.

– We shall not easily write-off datasets like DARPA 
IDS evaluation data.

– But the experiments must be designed carefully to 
avoid the flaws to the maximum degree possible.

• We need more (flawed) data like this!
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Discussion

Questions?
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